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Abstract
As we are in the 21st century and we are living in an autonomous world, the autonomous vehicle is one step ahead and I think this invention will help us a lot.
So according to my topic the interpretation of road signs using machine learning for autonomous vehicles is the important and most basic requirement for this autonomous vehicle.
It also includes the annotation of road signs, which were used by the driver to drive the car that instructed the driver and followed the rules for the safety of human transport.
Now this signal is going to help for autonomous driving and it will act like a trainer or as a guide for a working road.
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Introduction
The mention of road sign using machine learning for autonomous vehicle subject is a very necessary topic for the development of autonomous vehicle. Subject wise the paper will include steps for machine learning and will include a purely sign recognition process.


History
By 1958, General Motors had made the concept a reality. The front end of the car was embedded with a sensor called a pick-up coil that can detect the current flowing through the wire in the road. The current can be manipulated to ask the vehicle to move the steering wheel left or right. In 1977, the Japanese improved the idea, using a camera system that relayed data to computers to process road images.
Reforms from the Germans came a decade later as the Vohmer, a camera equipped with cameras that can safely drive at speeds up to 56 mph. As technology improved, vehicles gained the ability to self-drive to detect and react to their environments.
How it works 
As we are working on annotations for autonomous vehicles, they need to preprocess the data and this data will be detected by the system using machine learning algorithms and after that only the system can recognize the data because the annotations in it Includes 3 stages for.
1.Pre Processing
2.Detection   
3.recognition[image: ]

1.Pre Processing
Color and shape information are commonly used as signs features. Road signs throughout the country are similar to each other, there can be differences in language, color and sometimes even size but are easily recognizable. Since we collect those signals from drive files and create a database of various road signs.
We perform color extraction using the adaptive threshold method. Image acquisition is performed using a webcam that attaches to the Raspberry Pi via a USB 2 connector (this is a low-cost, credit-card-sized computer that plugs into a computer monitor or TV, and a standard keyboard And uses the mouse). Image received. The BGR format is (blue, green, red) - specific to the bitmap format. The image is then transferred to the OpenCV module for further processing.
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2.Detection of signs
Transmission of a pre-processed image (including known objects) is done for the vehicle's smartphone using the Raspberry Pi's built-in Wi-Fi module. The system implements this by creating a server that broadcasts a live video feed. This is done on port 5000. The server's IP address is transmitted to the vehicle application at connection time.
This detection process is done by means where the signals are detected by the human eye and they make a bound box for it on the living file and then they need to label that name with the correct name and This data will be stored in the database on the backend.
During runtime the system processes the image from the webcam and then performs segmentation algorithms on the system frame. The same segmentation algorithm is used for training and detection.
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Grouping detection of sign
3.Traffic sign recognition
Since pre-processing and HOG (a histogram of orientated gradients used in computer vision and image processing for the purpose of object detection) algorithms are complex and in this section we require extensive computation, which we use GPU-based Let's describe acceleration. This specific point of operation for pre-processing is suitable for GPU implementation. HOG computing is more complex, and we develop several techniques to handle it. The OpenCV library contains a GPU version of HOG that speeds up computation compared to the CPU version. The HOG features need to be computed across many different scaling levels of the original image, and the gaps between levels can be reduced or eliminated.
Once each level of input data is prepared, there is no data dependency during HOG calculation between different levels. In the OpenCV implementation, a stall is kept at each level until the previous level is calculated to ensure data synchronization between the kernels.
[image: ]Like the wise we significantly reduce the interval between levels and thus improve the efficiency of HOG computation
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Future Scope
Companies in the automotive industry are going to have a period of adjustment and pressure to keep pace with the latest technology in terms of potential impacts such as taxi
Finally, industry players will develop and react as they have in the past.
From an aftermarket perspective, the increase in the number of autonomous vehicles may increase interest in advanced video technology such as additional car customization to entertain passengers.
I think that as a society we will be adjusted for change in order to adopt autonomous vehicles.
While some are predicting that we will see an influx of these vehicles over the next five to ten years, I believe there is a more realistic prediction within
Conclusion:
Finally, Autonomous vehicle  is a recent technological development that has potential to change the human requirements and It has potential to change the world into autonomous world and It will also affect on users ,business , Natural resources .It will reduce the men power by spending less on maintenance.
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